Neural Sentiment Analysis of User Reviews to Predict User Ratings
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Abstract—The significance of user satisfaction is increasing in the competitive open source software (OSS) market. Application stores let users send their feedbacks for applications, which are in the form of user reviews or ratings. Developers are informed about bugs or any additional requirements with the help of this feedback and use it to increase the quality of the software. Moreover, potential users rely on this information as a success indicator to decide downloading the applications. Since it is usually costly to read all the reviews and evaluate their content, the ratings are taken as the base for the assessment. This makes the consistency of the contents with the ratings of the reviews important for healthy evaluation of the applications. In this study, we use recurrent neural networks to analyze the reviews automatically, and thereby predict the user ratings based on the reviews. We apply transfer learning from a huge volume, gold dataset of Amazon Customer Reviews. We evaluate the performance of our model on three mobile OSS applications in the Google Play Store and compare the predicted ratings and the original ratings of the users. Eventually, the predicted ratings have an accuracy of 87.61% compared to the original ratings of the users, which seems promising to obtain the ratings from the reviews especially if the former is absent or its consistency with the reviews is weak.
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I. INTRODUCTION

User satisfaction is a frequently used dimension in evaluating and selecting Open Source Software (OSS) [5, 28]. It is measured by analyzing user reviews and ratings that are allowed in application markets to collect feedback from the users regarding various software releases. This feedback enables to assess and estimate the quality and success of an OSS in time [5, 8].

User reviews include information that is useful for analysts and application designers, such as user requirements, bug reports, feature requests, and documents of user experiences with specific application features. In addition, users rate an application by assigning a numerical value which ranges from a minimum value denoting less satisfied to a maximum value denoting very satisfied. Low-rated applications negatively affect the perceived quality of the application, thus affecting the popularity of the application and even the revenue adversely [5].

There is a number of studies that rely on user reviews or ratings to measure and analyze the quality of software [5, 7, 21]. Although it is reasonable to do that, it is usually costly to read all the reviews and evaluate their content so that the ratings are taken as the base for the analysis. This makes the consistency of the contents with the ratings of the reviews important for healthy evaluation of the applications. Also, in some cases, users are unwilling to rate the applications that they download from the stores, which leads to missing or even misleading ratings.

Due to challenges mentioned above, some studies automate the analysis process by applying sentiment analysis as one of the most known techniques in Natural Language Processing (NLP). Sentiment analysis has been applied in software engineering to automate the analysis of issue comments [11], e-mail contents [6, 27] and forum posts [19]. However, applying sentiment analysis on incomplete or inconsistent datasets are likely to produce inefficient results [23]. Deep learning has recently emerged as a powerful machine learning technique and has been used in many application domains ranging from computer vision to software engineering. When working with datasets of low quality such as noise data, feature distribution differences or imbalance data etc., it can be supported by transfer learning where knowledge is transferred from a related task for improvement of learning in a new task [1, 29]. Therefore, combining transfer learning with deep learning for the sentiment analysis of user reviews might be a solution to predict user ratings in a healthy way.

Accordingly, the contribution of this paper is twofold. First, we present a deep learning model that predicts user ratings in order to cope with the challenge of inconsistent and insufficient ratings given by the users. We then apply the model on metric data of three mobile OSS applications from Google Play market, and evaluate its performance with respect to original user ratings of applications. Second, we use Success Index (SI) for the OSS applications in accordance to another study of two authors [8] and compare the correlations of SI with both the original and predicted user ratings in order to observe any variation on the relations.

The remaining of this paper is structured as follows: Section II addresses the background and related work essential to understand the study. Section III describes the research questions and design. Section IV provides details of prediction model. Section V presents the experimental details, and Section VI gives the experimental results obtained from the proposed model. Finally, Section VII closes the paper with conclusions and future work.

II. BACKGROUND & RELATED WORK

A. OSS Quality & Success

The success of an open source software in the application store is based on a number of complex factors such as originality and marketing strategy. Paying attention to a well-coded software impacts the success of an application as a
final product. Some studies are investigating the impact of the quality of the source code in the market success of a mobile application while the market success could be defined in terms of the feedback provided by the application store, such as the number of e-mails, number of downloads, user ratings, and other metrics.

As an example, Corral et al. [5] proposed a study to determine whether there is a relationship between product quality and market success and they found that there is a significant impact between software quality and success. Another related study with this context belongs to Gezici et al. [8], where the market success as a demonstration of external quality in the community-based dimension was evaluated from multiple perspectives. Based on their model that consists of six related metrics, a Success Index (SI) was formulated based on statistical correlations between the metrics. According to the results of Spearman correlation analysis, there is a significant correlation between some internal quality attributes and community-based success (SI).

B. Sentiment Analysis

Sentiment analysis is the task of assigning a quantitative value to a text with respect to the opinion, sentiment or emotion towards various entities such as products and organizations [31]. In the last years, interest in sentiment analysis in software engineering domain has risen significantly. There are studies that analyse users’ satisfaction [12] and developers’ emotions [17] automatically by applying sentiment analysis. Several other studies are summarized below.

Lin et al. [16] build a software library recommender that utilizes developers’ opinions mined from Stack Overflow.

Kaur et al. [13] introduce an approach that categorizes texts on the basis of their sentiments manually by adapting the study of Murgia et al. [18]. They collect their supervised dataset (Apache JIRA) for this study.

There are some studies that analyze user reviews to evaluate mobile applications through their evolution [10], [12], [21]. Goul et al. [10] propose a study that observes 5,000 reviews by applying sentiment analysis tool. Sinha et al. [25] study similar topic on projects that last for 7 years.

Panichella et al. [21] also perform sentiment analysis by using Naïve Bayes classifier on users’ review.

C. Deep Learning

Deep learning is the application of artificial neural networks that aims to discover better representations of the inputs provided during training. There are various types of neural networks proposed in the literature. One of them is Recurrent Neural Networks (RNNs). RNNs are specially designed for input sequences, which makes it useful for Natural Language Processing tasks. The LSTMs are an extension of Recurrent Neural Networks, which basically extend the internal memory.

In literature, there are various studies that use deep learning models applied in software engineering domain as surveyed in [15] such as bug report summarization [14] and software defect prediction [26]. In this context, there are also studies that review rating prediction by using deep learning models. For example, Zheng et al. [32] introduce a Neural Network based model, named Deep Cooperative Neural Networks (DeepCoNN), for modelling items and users together using reviews for rating prediction problems. Cheng et al. [2] also represent textual review information with ratings to tackle cold-start, non-transparency, and suboptimal recommendation for local users or items limitations.

Seo et al. [24] present a Convolutional Neural Network (CNN) model with attention mechanism for users and items to predict the rating values of a user for an item.

D. Transfer Learning

Transfer learning, proposed by Pan and Yang [20] in 2010, is a popular approach in machine learning. Given a source domain $D_S$ and learning task $T_S$, a target domain $D_T$ and learning task $T_T$, transfer learning aims to improve the learning of the target predictive function $f_T(\cdot)$ in $D_T$ using the knowledge in $D_S$ and $T_S$, where $D_S \neq D_T$, or $T_S \neq T_T$.

Al-Stouhi and Reddy [1] propose a novel boosting-based instance transfer classifier with a label-dependent update mechanism. This mechanism is used for imbalance data with samples from an auxiliary domain to improve classification. The authors apply this mechanism to healthcare and text classification applications.

In another study, Cao et al. [3] present Transfer Component Analysis Neural Network (TCANN) model for software defect prediction by using transfer learning based neural network.

There is no study that solves the imbalance data problem with transfer learning for quality rating prediction with deep learning models. Our study provides a novel contribution to literature by doing this.

III. RESEARCH DESIGN

A. Research Questions

This study aims to automate the analysis of user reviews of OSS (by using LSTM and transfer learning) in order to predict the user ratings, and investigates any variation in the correlation between the predicted user ratings and the perceived success of OSS. Accordingly, the following Research Questions (RQs) are raised in this study:

- **RQ 1.** Can user ratings of OSS be predicted accurately by an LSTM model?

- **RQ 2.** Does the correlation of SI with user ratings vary when predicted?

To answer these research questions, we use two metrics as described below.

- **Metric 1. User Ratings (UR):** This metric serves as an indicator of how satisfied the user is with the application. It is the average value calculated from all votes given by users. User ratings in application stores are obtained by dividing the total values of all ratings by the number of reviewers, which shows an average of how satisfied the user is by the application.

- **Metric 2. Success Index (SI):** It is a metric that indicates the community-based quality (perceived success) of an application. It is applied by a statistical correlation method and calculated by considering the metrics addressing three success dimensions (Software Use, User Satisfaction, and Development Community Service Quality) [8].

According to the study [8], SI was formulated consisting of six related metrics: user ratings (UR), number of reviews (NOR), number of commits (CN), number of developers (NOD), number of feedbacks (NOF) and time between...
A. Preprocessing Step

Before applying the proposed model, preprocessing step is applied to clean and prepare datasets for the task. To convert input data as inputs of the proposed model, we do some preprocessing on both transfer learning dataset (Amazon Customer Review Dataset) and extracted dataset.

As the first step of preprocessing, we convert all words to lowercase to decrease the number of unique words (e.g. “However” to “however”) and remove punctuation. Finally, each word is mapped to their corresponding word embedding taken from pretrained word embedding. Each word is represented in a low dimensional space that defines both syntactic and semantic features of words. Since we are interested in opinion, we aim capture emotions using the words embeddings.

B. The Proposed Model

In this work, we propose an LSTM model that takes sentences in a training set $D$ as an input sequence to output the sentiment analysis of user reviews. Given a sentence, releases (TBR). Each metric was examined according to the status of a meaningful relation with other metrics as shown in Table I. After determining the directions of the relationships between the pairs of metrics, an equation for SI was developed taking these relations into consideration. Then, the metrics with meaningless relations, according to the significance status of the SI with each metric, were removed from the equation and a new equation was obtained. Accordingly, SI was calculated as:

$$SI = \frac{(NOR \times UR \times NOF \times NOD)}{(CN \times TBR)}$$

B. Selection of Open Source Software

This study is a following of a recent study [8] that has two drawbacks with respect to extraction of reviews and consistency of reviews. Therefore, we selected the same three OSS applications in there according to following criteria:

- Application platform similarity. The applications should be developed for similar mobile platforms in order to reduce the potential impacts of platform disparity.
- Application functionality similarity. Applications within each case study must have similar functionality, in order to reduce the possible effects of different functionality.

We use the reviews and the ratings of the same OSS applications as a single source and apply the proposed model on this file. The reason we selected the same OSS applications is to check whether the correlation of SI with user ratings changes when predicted.

C. Metrics for Performance Evaluation

The metrics used to evaluate the results of the rating prediction are given Table II.

<table>
<thead>
<tr>
<th>Evaluation Metric</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$A = \frac{TP}{TP + FN}$</td>
</tr>
<tr>
<td>Precision</td>
<td>$precision = \frac{TP}{TP + FP + FN}$</td>
</tr>
<tr>
<td>Recall</td>
<td>$recall = \frac{TP}{TP + FP}$</td>
</tr>
<tr>
<td>F1-score</td>
<td>$F1-score = 2 \times \frac{precision \times recall}{precision + recall}$</td>
</tr>
</tbody>
</table>

Spearman Correlation Analysis [30] is a statistical method used to test the relationship between two variables, or analyze the relationship of one variable to two or more variables, if any, and to measure the degree of this relationship. In this analysis, $r_s$ expresses the correlation coefficient between two or more variables and $\rho$ indicates the significance of Spearman correlation. The $\rho$ value should be less than 0.05 ($\rho < 0.05$) for the significant correlation.

IV. ANALYSIS METHOD

Within the scope of this study, we automatically predict the ratings based on user reviews by using transfer learning. We transfer information from a huge volume dataset (Amazon Customer Reviews Dataset) to our dataset explained in [V-A]. To perform this, we use NLP and Machine Learning techniques. We adopt Long Short Term Memory networks (LSTMs) in this study.

Figure I shows an overview of the analysis method. First, we collect the user reviews for the selected applications and extract the reviews, original ratings, and the versions of the applications from the App store. Then, we use deep neural networks to avoid any handcrafted features. We use Amazon Customer Reviews Dataset to train our model on a large dataset. Eventually, we use a transferred model to predict the ratings.

We calculated accuracy of predicted ratings extracted dataset. Then we analyze the correlation between SI and UR for both the predicted ratings and the original ratings, respectively. Finally, we use Spearman Correlation Analysis to test the relationship between predicted UR-SI and original UR-SI, and compare the results to see if there is a significant variation in the correlation.

### Table I

<table>
<thead>
<tr>
<th>Metric</th>
<th>NOR</th>
<th>UR</th>
<th>NOF</th>
<th>NOD</th>
<th>CN</th>
<th>TBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOR</td>
<td>1</td>
<td>0.113</td>
<td>0.034</td>
<td>-0.234</td>
<td>-0.189</td>
<td>0.282</td>
</tr>
<tr>
<td>UR</td>
<td>1</td>
<td>0.113</td>
<td>0.034</td>
<td>-0.234</td>
<td>-0.189</td>
<td>0.282</td>
</tr>
<tr>
<td>NOF</td>
<td>0.048</td>
<td>0.094</td>
<td>1</td>
<td>0.132</td>
<td>0.100</td>
<td>0.117</td>
</tr>
<tr>
<td>NOD</td>
<td>0.291</td>
<td>-0.257</td>
<td>0.132</td>
<td>1</td>
<td>0.227</td>
<td>-0.304</td>
</tr>
<tr>
<td>CN</td>
<td>0.149</td>
<td>0.303</td>
<td>0.100</td>
<td>0.227</td>
<td>1</td>
<td>0.155</td>
</tr>
<tr>
<td>TBR</td>
<td>0.732</td>
<td>0.281</td>
<td>0.117</td>
<td>0.304</td>
<td>0.155</td>
<td>1</td>
</tr>
</tbody>
</table>

The gray areas indicate Spearman correlation coefficients that have a significant relationship.

Fig. 1. The analysis method
proposed model computes a score for each sentiment label (ranging from “1” to “5”). The architecture of our network is given in Figure 2.

Given a sentence $x$ with $n$ words $\{w_1, w_2, \cdots, w_n\}$, we first map every word $w_i$ to a word embedding that are pretrained by GloVe [22]. Then, we use an LSTM that receives a sequence of word embeddings and generates a prediction. The output of each LSTM unit is given to sigmoid function. We use only the last output of the sequence. Our network is trained by minimizing the negative likelihood over the training set $D$.

![Fig. 2. Illustration of the neural model for the rating prediction](Image)

V. EXPERIMENTAL DETAILS

A. Dataset & Hyperparameters for Transfer Learning

**Transfer Learning Dataset:** Amazon Customer Reviews Dataset is a collection of customer reviews and metadata written on Amazon.com from 1995 until 2015. The dataset contains four million reviews and star ratings. Amazon Customer Reviews dataset is balance and also benchmark dataset that is used as dataset in transfer learning for sentiment analysis task [7].

This dataset is preferred due to the similar structure with our extracted dataset. They both contain user reviews and ratings about products and apps. Also, the reviews are comply with each other. The example reviews for two dataset are given in Table III.

When we analyze the datasets, the reviews are compatible. For more detailed analysis we extracted common words used in the reviews for the datasets. It is seen that common adjectives and phrases in the reviews are similar for Amazon Customer Reviews Dataset and our extracted dataset.

Therefore, it is assumed that our proposed model trained on Amazon Customer Reviews dataset for prediction of ratings of selected OSS application reviews will not have a negative effect on the sentiment analysis.

**Evaluated Hyperparameters:** The hyperparameters of the network from which we obtain the best results, are given in Table IV.

B. Data Collection for Community-based Metrics

We collected and preprocessed the user reviews and corresponding original ratings that are scaled from 1 to 5, where 1 is the lowest (negative) and 5 is the highest (positive) rating. Additionally, we obtained the time information between releases to classify the ratings with respect to its versions for 46 different releases of the three OSS applications (9 releases of Keepassdroid, 4 releases of UPM and 33 releases of PasswdSafe. Detailed information of our dataset is given in Table V.

In total, we obtained 1557 reviews from the extracted dataset for the three applications. There are 976 reviews with a user rating of “5”, 246 reviews with a user rating of “4”, 14 reviews for a user rating of “3”, 96 reviews for a user rating of “2”, and 125 reviews with a user rating of “1”.

For the chosen three applications and the transfer learning dataset (Amazon Customer Reviews Dataset), we made a bar-plot for the distribution of the ratings. All the rating distributions for the three applications and the transfer learning dataset are imbalanced. Interestingly, people tend to publish their opinions on applications which are positive. Although, some flaut negative reviews exist for the three applications, the number of these reviews is much less. In this regard, negative reviews are more valuable than positive reviews for these applications, and transfer learning is expected to elicit negative reviews and to better represent them in the ratings.

VI. RESULTS & DISCUSSION

A. Experimental Results

Our evaluation goal was twofold. First, we evaluated the predicted ratings. Experimental results are given in Table VI. The results indicates that predicted ratings converge to the original ratings. Second, we used Spearman’s Correlation Analysis to observe whether there is a significant relationship between SI and UR for both predicted and original ratings, and any variation in the correlations.

The confusion matrix for the results is given in Figure 3. It is clearly seen that due to the number of reviews with “5” in the training set, the model tends to label reviews with rating “5”. However, the model predicts the ratings accurately in general.

![Fig. 3. Confusion Matrix of the model](Image)

To observe relationship between SI and UR for both predicted and original ratings, Spearman Correlation Analysis results are given in Table VII.

All community-based metrics (UR) belonging to a total of 46 releases of Keepassdroid, UPM and PasswdSafe were subject to this test. After the test, we observed that there is a significant relationship between UR and SI for both predicted and original ratings based on $\rho$ parameter. In terms of $r_p$ parameter, the correlation between Predicted UR and Original SI is higher than the correlation between Original UR and Original SI, though with a relatively lower but still strong significance.
The existing metric (UR) throughout the releases of the application. We can automatically extract our ratings with the proposed method. The selected applications are open source applications such as GitHub and Google Play market. Measurements are also automatically performed using the Xlstat software and relations between metrics are evaluated considering Spearman Correlation Analysis. At this point, the emergence of human-induced mistakes was greatly hampered. Dataset selection as a future study, it is planned to repeat this method for different OSS and also to measure community-based success of different applications with different metrics (e.g. feedback in projects’ e-mail lists or in discussion groups).

VII. CONCLUSION

As a result, we can conclude that we do not really need to take ratings of users to calculate the SI or the correlation of SI and UR. We can automatically extract our ratings with the RNN model and use them for the evaluation. The proposed method may provide us flexibility to use various reviews of applications that do not include ratings in application stores.

B. Validity Threats

The selected applications are open source applications and they are accessed from trusted data repositories such as GitHub and Google Play market. Measurements are also automatically performed using the Xlstat software and relations between metrics are evaluated considering Spearman Correlation Analysis. At this point, the emergence of human-induced mistakes was greatly hampered. Dataset selection could be seen as a constraint on internal validity, since another dataset from Amazon was considered for training and the model was then tested with real dataset. However, this can be considered a widespread practice in data science applications.

The method was employed for 1) predicting ratings from user reviews with machine learning models, 2) analyzing the relation of community-based quality (SI) in terms of the existing metric (UR) throughout the releases of the mobile applications; and therefore provides an initial basis for repeating (generalizing) the steps in further similar empirical studies. Also, the proposed RNN model is repeatable and reusable for datasets from the same or different domains.

As a future study, it is planned to repeat this method for different OSS and also to measure community-based success of different applications with different metrics (e.g. feedback in projects’ e-mail lists or in discussion groups).

TABLE III

| Example Reviews from Amazon Customer Reviews Dataset and Extracted Dataset |
|----------------------------------|------------------|
| Amazon Customer Reviews Dataset  | Extracted Dataset |
| I like this app better than some free fall apps | i like this app i combined with dropbox sync it works |
| I love this app I wish it was real | love this app been using it for a while now couldn’t live without it |
| great app | great app |
| i can now watch videos on my phone! Love this app | Love this app |
| This works great on your Kindle or Android | works great |

TABLE IV

<table>
<thead>
<tr>
<th>Hyperparameters used in the experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-trained Word Embeddings</td>
</tr>
<tr>
<td>Number of LSTM-Layers</td>
</tr>
<tr>
<td>Optimizer</td>
</tr>
<tr>
<td>Dropout</td>
</tr>
<tr>
<td>Number of Recurrent Units</td>
</tr>
<tr>
<td>Mini-batch Size</td>
</tr>
<tr>
<td>Backend</td>
</tr>
</tbody>
</table>

TABLE V

<table>
<thead>
<tr>
<th>Overview of the Analyzed OSS Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>App</td>
</tr>
<tr>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Keepassdroid</td>
</tr>
<tr>
<td>UPM</td>
</tr>
<tr>
<td>PasswdSafe</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th>Experimental results of the model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Model</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>Results of Spearman Correlation Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearman Correlation Analysis</td>
</tr>
<tr>
<td>----------------------------------</td>
</tr>
<tr>
<td>Predicted UR</td>
</tr>
<tr>
<td>Original UR</td>
</tr>
</tbody>
</table>
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